
User Trust in Assisted Decision-Making UsingMiniaturized
Near-Infrared Spectroscopy

Weiwei Jiang
weiwei.jiang@student.unimelb.edu.au

The University of Melbourne
Melbourne, Australia

Zhanna Sarsenbayeva
zhanna.sarsenbayeva@unimelb.edu.au

The University of Melbourne
Melbourne, Australia

Niels van Berkel
nielsvanberkel@cs.aau.dk

Aalborg University
Aalborg, Denmark

ChaofanWang
chaofanw@student.unimelb.edu.au

The University of Melbourne
Melbourne, Australia

Difeng Yu
difeng.yu@student.unimelb.edu.au

The University of Melbourne
Melbourne, Australia

JingWei
jing.wei@student.unimelb.edu.au
The University of Melbourne

Melbourne, Australia

Jorge Goncalves
jorge.goncalves@unimelb.edu.au
The University of Melbourne

Melbourne, Australia

Vassilis Kostakos
vassilis.kostakos@unimelb.edu.au

The University of Melbourne
Melbourne, Australia

ABSTRACT
We investigate the use of a miniaturized Near-Infrared Spectroscopy
(NIRS) device in an assisted decision-making task. We consider the
real-world scenario of determining whether food contains gluten,
and we investigate how end-users interact with our NIRS detection
device toultimatelymake this judgment. In particular,we explore the
effects of different nutrition labels and representations of confidence
on participants’ perception and trust. Our results show that partic-
ipants tend to be conservative in their judgment and are willing to
trust the device in the absence of understandable label information.
We further identify strategies to increase user trust in the system.
Our work contributes to the growing body of knowledge on how
NIRS can be mass-appropriated for everyday sensing tasks, and how
to enhance the trustworthiness of assisted decision-making systems.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
Empirical studies in ubiquitous andmobile computing; Ubiq-
uitous and mobile devices.
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1 INTRODUCTION
The increasing availability of mobile and ubiquitous computing ser-
vices has given rise to a wide range of applications that can assist
peoplewith their everyday decision-making [3, 7]. Previouswork on
assisted decision-making has primarily focused on assisting experts,
particularly in healthcare, in clinical diagnosis [19] and treatment
[54]. In this paper we consider an important everyday scenario with
non-expert users that has not been widely considered before – the
use ofmobile sensing to help identify food allergens, and specifically
gluten.

We wish to explore design considerations in assisted decision-
making systems concerning object identification scenarios, which
remain under-explored from a Human-Computer Interaction per-
spective. This includes, inter alia, the usability of new technologies to
assist in decision-making, as well as the presentation of uncertainty
quantification [6] with artificial intelligence (AI) based approaches.
Existingwork shows that various factors can affect decision-making
and end-users’ trust across different stages of the interaction process
[42], such as end-users’ tacit knowledge [58] and user interface de-
sign [13].While it is critical to consider these factorswhen designing
an assisted decision-making system, few studies have done so in
daily-life decision-making tasks using novel technologies.

Here we focus on ingredient detection, which can be a crucial
everyday decision-making task. For instance, gluten labeling regu-
lations vary considerably between countries. In the United States,
neither gluten-free labeling nor gluten-contained labeling is manda-
tory (it is mandatory to label wheat that is one of themain sources of
gluten) [73]; conversely in countries likeAustralia, it ismandatory to
label gluten as an allergen on the package [80]. Hence, it is possible
that consumers might not be able to acquire sufficient information
from package labels, while also a lot of fresh product tend to be sold
without packaging.

https://doi.org/10.1145/3411764.3445710
https://doi.org/10.1145/3411764.3445710
https://doi.org/10.1145/3411764.3445710
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In this paper, we present a user study on assisted decision-making
using a miniaturized near-infrared spectroscopy (NIRS) scanner –
an emerging, but not yet widely knownmobile technology. Recent
studies in the HCI community demonstrate that miniaturized NIRS
can be used in a variety of settings such as identifying pills [44] and
the probing of ingredients in foods and beverages [37, 45, 52]. In our
study, we assess three factors thatmay affect people’s use of this new
technology: decision accuracy, time usage, and perceived trust in the
technology. We ask participants to complete the task using a fully
functional NIRS setup which is highly realistic, and representative
of NIRS-capable services that may become prevalent in the future.
Our fully functional NIRS system can be used to detect ingredients,
and it this study we focus solely on gluten detection as a task that is
familiar to people while the technology is not. It is expected that in
the future such services will facilitate allergen detection, and more
broadly ingredient detection.

We present a 3x3 mixed within-between subject user study with
36 participants in a gluten detection task with 18 different tortilla
wraps.Weconsider three different package labeling conditions as the
between-subjects factor to avoid learning effects: 1) Gluten informa-
tion is available and understandable for the end-user (with English
labels); 2) Gluten information is available but not understandable for
the end-user (with foreign language labels); 3) Gluten information
is not available. We also consider different visualization methods
to display the confidence of the device’s suggestions as needed in
practice [6] as a within-subjects factor. This enables us to better
understand the effects of visualization on end-users’ time usage for
decision-making.

To summarize, this paper makes three key contributions:
• We provide a rich account of how a novel technology, minia-
turized NIRS, can assist in situ decision-making in a daily-life
scenario – identifying gluten in a consumer product.

• We identify multiple factors that can affect user’s efforts, in
particular time usage, as well as trust towards this new tech-
nology.

• Wehighlight the implications of our findings regarding users’
trust towards new technologies in everyday assisted decision-
making scenarios. We also propose strategies that can en-
hanceusers’ trustwhendesigninganassisteddecision-making
system for daily usage.

2 RELATEDWORK
We first summarize existing work focusing on how technology can
be used to assist humans in decision-making in various professional
scenarios such as health care and business, as well as recent work
on interaction design for decision-making tools. As an extension of
professional scenarios, in this paper, we focus on daily-life decision-
making tasks for object identification tasks. In particular, we sum-
marize the use of miniaturized NIRS, which has broad applications
not only in industry (e.g., food monitoring), but also for consumers,
for example through allergen detection (e.g., gluten, peanuts).

2.1 Assisted Decision-MakingMethods
Awide range of studies have explored the topic of assisted decision-
making. Of particular interest has been the use of machine learning-
based systems, which have been considered in different disciplines

[62]. For instance, Bashir et al. present a medical decision support
application (IntelliHealth) to assist inmedical decision-making tasks,
such as predicting diseases including heart diseases, breast cancer,
diabetes, and liver disease [5]. Later, De Fauw et al. demonstrate a
deep learning method to make referral recommendations for sight-
threatening retinal diseases, achieving comparable or even better
performance as compared to human experts [19]. Other studies also
show that the machine learning methods can significantly assist
medical decision-making in a number of different tasks (see [3]).

The effectiveness of different assisted decision-making systems
has also been shown in other fields. For example, in business stud-
ies, Bilel et al. highlight that information systems can greatly im-
prove decision-making and strategies in companies [7]. Similarly,
Bohanec et al. present an intelligent systemthat allowsusers to create
a sales prediction model to assist decision-making for the business
environment [8]. Highlighting an application targeted on daily life
among a wide group of end-users, Wences et al. demonstrate a mo-
bile application that provides real-time transportation information
aimed to assist passengers in arranging their journeys [76].

Nevertheless, most studies focus on expert scenarios including
medical decisions andbusiness. In this paper,we extend theworks on
assisted decision-making to in situ scenarios in daily life to further
understand end-users’ considerations on decision-making using
novel technologies.

2.2 Interaction Design for Decision-Making
In addition to technological developments focused on decision-
making, a substantial number of studies have focused on the in-
teraction between a decision-making support tool and the end-user.
For instance, Rau et al. present an interactive social robot to pro-
vide recommendations on several decision-making tasks (such as
selecting items to carry). The authors find that highly autonomic
robots have more influence on human decision-making than robots
with a low level of autonomy [64]. Furthermore, for multi-people
decision-making tasks, Tong et al. showamulti-surface environment
(Pickit) tool for supporting collaborative decision-making activities
such as learning activities [74].

Moreover, existing works show that users may encounter “algo-
rithm aversion” – where users stop trusting machines after seeing
mistakes [20], or “automation bias” – where users over-rely on the
machine’s decision [17]. To alleviate this issue, a trust calibration
process may be required to help users develop a mental model of
the machine’s error boundaries. For example, Zhang et al. show that
displaying confidence scores can help calibrate people’s trust in an
AI-assisted decision-making model, which can help human experts
apply their knowledge to improve final decision outcomes [82]. Fur-
thermore, Okamura et al. present an adaptive trust calibration to
avoid users to “overtrust” the machine [59, 60]. Specifically, authors
proposed a “trust calibration cues” framework to detect inappropri-
ate calibration status by monitoring users’ reliance behavior and
cognitive clues to reinitiate trust calibration. However, trust cali-
bration may not be sufficient to improve performance of assisted
decision-making. It is important that the users have enough domain
knowledge with comparable performance to complement machine’s
errors (e.g., machines may make mistakes in some specific cases
while human experts may not) [82]. Therefore, it is not practical to
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adopt trust calibration to our study, as we focus on general users
instead of knowledgeable experts.

Nevertheless, with increasingly prevalent tools and studies for as-
sisting decision-making tasks, there are still some challenges remain
in interaction design, such as information visualization. Existing
work suggests that informationvisualizationmay significantly affect
users’ trust, their willingness to rely on and use the digital informa-
tion, as well as their decision accuracy [61, 81]. In particular, infor-
mation regarding uncertainty is considered as one major factor in
health care related decision-making scenarios [30], which may also
impact user trust [6, 13, 42, 53]. For example, Antifakos et al. found
that displaying the confidence level of presented information has
a positive effect on user trust [2]. However, the increase in user trust
does not necessarily lead to an improvement of the final outcome.
Rukzio et al. demonstrated that users were more error prone and
took a longer time to trust the results when the confidencewas being
displayed [67]. Moreover, Kong et al. found that a misalignment
between the information visualization and the title text influences
credibility of digital information [47].

Aligned with the findings above, prior literature also suggests to
take into account the visual design of interface elements [15, 43, 65].
For instance, Fernandes et al. show that a quantile droplets visu-
alization method can significantly improve the decision-making
quality on a bus-transit task [26]. Moreover, Zhou et al. shows that
presenting uncertainty to users can increase users’ trust when their
cognitive load is low [83]. In this study, we explore the effect of
visualization design – in particular on time usage for the users – in
relation to assisted decision-making using miniaturized NIRS.

2.3 NIRS and Its Applications
Our study focuses on the use of NIRS to assist in decision-making in
daily life. NIRS technology enables users to perform a high-quality
ingredient assessment and identification of everyday objects. NIRS
emits near-infrared light into a sample andmeasures the absorbance
of the light at various wavelengths, thus allowing for ingredient
identifications [9]. Therefore, NIRS is an inherently useful technol-
ogy across many different fields including pharmaceuticals [22],
health care [68], food industry [21] and other fields. In this paper, we
consider the applications on allergen detection and food monitoring
using NIRS.

2.3.1 Allergen Detection. Since food allergens may cause signifi-
cant health risks, it is useful to be able to identify their presence.
Existing studies demonstrate NIRS as an efficient method for such
a task. For example, Mishra et al. successfully detected peanut traces
in wheat flours using NIRS [55]. Furthermore, Rady et al. reported
100% accuracy on detecting food allergens in 50 different powdered
food materials using NIRS [63].

Most relevant to our work, Bruun and colleagues used NIRS to
detect changes in gluten levels in complex gluten protein struc-
tures [11, 12]. The authors used two methods to alternate gluten
levels in samples: 1) increasing the water content, and 2) heat treat-
ment. They found that the structural changes in gluten proteinswere
well captured with the NIR spectra [11, 12].

However, existing studies were limited to laboratory settings
with either powdered or hydrated materials that cannot be directly
applied to everyday scenarios. In this study, we detect presence of

gluten in tortilla wraps, which is an everyday consumer product that
can be analyzed in situ.

2.3.2 Food Monitoring. Besides allergen detection in food, NIRS
has also been used in food monitoring in general [32]. For example,
NIRS has previously been used tomonitor grain quality (e.g., protein
and moisture content) [51], meat [31], fruits [14, 23, 28], and dairy
products [41].

Moreover, NIRS has been used not only for controlling food qual-
ity, but also for determining food content [32]. For instance, Isaks-
son et al. used NIRS to determine fat, moisture, and protein contents
in fish [35], and ground beef [34]. The authors used multiple linear
regression as the calibrationmethod and reachedprediction errors of
0.73−1.50% for fat, 0.75−1.33% formoisture, and 0.23−0.32% for pro-
tein detection; however, their sample size was relatively small [34].

Furthermore, Kawano et al. used NIRS to detect sugar levels in
peaches [40] andmandarins [39], with prediction errors of 0.50 °𝐵𝑟𝑖𝑥
and 0.32 °𝐵𝑟𝑖𝑥 , respectively. Not only the content but also freshness
of fruits has been examined using NIRS. For instance, Clark et al.
used NIRS to detect if ’Braeburn’ apples were undergoing internal
browning [14]. The authors demonstrate that NIRS can successfully
be used to sort apples; hence, reduce food waste in retail [14]. Prior
research has also shown that NIRS can be used to determine the com-
ponents of different grains [32].Maertens et al. measured the protein
levels in crop yield and achieved 0.57% standard cross-validation
error in protein prediction [51].

In addition to the use cases reporting professional NIRS methods,
recent works in the HCI community show a great potential of intro-
ducing miniaturized NIRS in everyday decision-making tasks, in-
cluding the aforementioned pill identification task [44] that can also
be applied to food monitoring tasks, alcohol concentration estima-
tion [52] and beverage identification tasks [36, 37]. These examples
highlight the potential of NIRS being widely used by non-experts
in the near future [44, 46].

While the majority of existing literature involves NIRS used by
either domain experts or as part of an automated control system,
we focus on exploring the use of NIRS by non-experts in everyday
settings, and particularly on understanding design considerations
for assisted decision-making in object identification tasks.

3 METHOD
We design a study to assess users’ trust towards NIRS and investi-
gate how they interact with the system in the context of everyday
decision-making. Our experiments focus on the use of NIRS to detect
gluten in tortilla wraps.

3.1 Experimental Setup
The experimental setup is shown in Figure 1. We designed and fab-
ricated a 3D printed case for a miniaturized NIRS scanner (Texas
Instruments DLP NIRscan Nano) with a sample platform for holding
wraps. The wrap can be placed on top of the scanner to retrieve
a NIRS spectrum of its composition and identify gluten presence.
The scanner is connected via Bluetooth to a smartphone (OnePlus
6) and controlled by our custom-built Android app. The Android
app retrieves the NIRS spectrum from the scanner, and sends it (via
WiFi) to our Django server running on a laptop. The server pro-
cesses the spectrum and used machine learning to estimate whether
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Figure 1: Experimental setup for the study. The miniaturized NIRS scanner is encapsulated in a 3D printed case (a), with a
scanning platform used to place samples (b). The user study is illustrated in (c).

the scanned sample contains gluten or not. The result is returned
with an estimation probability (i.e., an estimation of the scanner’s
confidence) to the Android app, which then visualizes the results.

3.1.1 Tortilla wrap samples. We chose 18 different types of tortilla
wraps (9 gluten-free, 9 containing gluten) that are commonly avail-
able in local grocery stores. Our experiment had three conditions
regarding the packaging labels:

(1) English label:Wrapsare in their original commercial packages.
This corresponds to the scenario that the gluten (allergen)
information is available and understandable. It is worth not-
ing that not all countries require allergen information to be
shown on the package. In our study, all the gluten-free wraps
are marked as “Gluten Free” with big fonts on the package’s
front side, as illustrated in Figure 2 (a), with a not gluten-free
package in Figure 2 (d). We use the English label condition as
the baseline for comparing with other label conditions.

(2) Russian label: Wraps are in packages containing nutrition in-
formation in a language foreign to our participants.We chose
Russian since it is not based on a Latin alphabet and, therefore,
cannot be easily recognized or guessed by English-speakers.
Furthermore, Russian language is not widely spoken in our
community. This condition corresponds to the scenario when
buying awrap in a foreign country and not understanding the
printed language. For this study,we created the Russian labels
by translating the nutrition information and reconstructing
the front packages from English to Russian. The nutrition
information was translated by a native Russian speaker for
accuracy, while the front packages were translated using the
GoogleAR translate app to replicate their original appearance.

For validation, we asked the native Russian speaker to check
the texts on the Google translated packages. The Russian-
labeled packages are illustrated in Figure 2 (b) and (e).

(3) No label: Wraps are in a transparent package without any
label. This corresponds to the scenario when consuming a
wrap without a commercial label, e.g., at a food stand. The
no-label packages are illustrated in Figure 2 (c) and (f).

For each packaging condition, there are 18 types of wraps (9 gluten-
free and 9 containing gluten), resulting in 18×3=54 different wrap
samples in total.

3.1.2 Gluten classifier. We scanned all 54 wrap samples by plac-
ing the package on the NIRS scanner. The collected spectra were
used to develop machine learning models that can detect gluten. For
scanning, we used the scanner settings recommended in prior litera-
ture [36, 37, 44]. Specifically, we adopted theHadamardmethodwith
awavelength range from 900 nm to 1700 nm, 7.03 nmgenerated light
pattern width, 228 digital resolution, 0.635 ms exposure time, and
6 repeated scans for averaging. For each package, we scanned three
positions on the packwith three scans per position. The positions are
distributed on the transparent parts in the front side of the package in
Figure 2.As a result, for each type ofwrap,we collected 3 scans per po-
sition× 3positions per package× 3 types of package perwrap=27NIRS
spectra, resulting in 27×18=486 spectra in total for model training.

3.1.3 Probability Visualizations. In practice, it is often required to
show the classifier’s estimation probability [6]. To investigate how
different visualizations of NIRS uncertainty affect user’s decision-
making, we implemented three different probability visualization
techniques, as based on commonly used visualization techniques in
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(a) (b) (c)

(d) (e) (f)

Figure 2: Illustrations of wraps in different labels. Figures (a), (b) and (c) show gluten-free wraps in the original package with
the commercial label in English, a made-up package with the label translated into Russian, and a transparent package with no
label, respectively. Figures (d), (e) and (f) show conventional wraps and their respective packaging.

decision support applications acrossdifferentfields [1, 6, 77], detailed
below:

(1) Number: Shows a percentage as a rounded integer (0-100),
which is simple and precise [1, 50, 77].

(2) Bar : Shows a progress-bar (0-100), which also features part-
to-whole in graph designs [1, 77].

(3) Grid: Shows a 10×10 grid with dark-and-shallow cells, also
known as the “icon array” or “frequency framing”method in a
two-dimension space [1, 66, 77]. Here we randomize the cells
(icons), as existing studies suggest that such an arrangement
may better convey the idea of chance [1, 49].

To avoid the possibility of color affecting user preference and bias,
we only use dark gray and light gray in the bar and grid visualiza-
tions [29]. Ticks and numbers are removed from the bar and grid
visualizations to avoid any effect from the number itself. Illustrations
of the visualizations are shown in the bottom of Figure 3.

3.1.4 Pilot study. In a pilot study we recruited 3 participants using
our university’s notice board (visible to all students and staff), and re-
warded themwith a $20 gift card. The purpose of the pilot study was
to perform cross-validation against the collected ground-truth data,
and identify which class of machine learning model should be used
for the main user study. Although we could apply cross-validation
on our own sample data to identify a suitable classifier, we decided
to avoid doing so as it could lead to overfitting. In our pilot study,
each participant was assigned to one label condition (English label,
Russian label, and no label) with 18 wraps in each condition, after
a training session. In total 18×3=54 NIRS spectra were collected for
cross-validation and model selection. Participant performance dur-
ing the pilot study was not included in the data analysis of the paper.

3.2 User Study
We recruited 36 participants (18F/18M) for our main user study
using the university’s notice board with a questionnaire for basic
background information. Participants were randomly selectedwhile
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Figure 3: The protocol for the experiment on gluten detection task. Top: Illustration of steps for the experiment. Bottom:
Screenshots for themobile app, including three different visualizationmethods (a number, a bar or a grid).

simultaneously accounting for a distribution of gender, background,
and age. In general, participants’ age ranged between 18 and 38
(mean = 26.17, SD = 4.46) and they came from various academic back-
ground (e.g., Finance, Engineering, Business, History, Food Science,
Public Health).

Upon arrival to our usability labwebriefed eachparticipant on the
purpose of the study, provided themwith a written plain language
statement, and collected their written consent to participate in the
experiment. Once the participant agreed to take part in the study,
we then conducted a training session with them to introduce the
scanning technique using our NIRS scanner (the training session
is identical to the pilot study). Once the participants completed the
training session and were acquainted with the device and user inter-
face, we randomly assigned them to one of the threemain conditions
(English label, Russian label, or no label), allocating 12 participants to
each condition. Gluten-intolerant participants were spread equally
across the three label conditions. We also confirmed that partici-
pants assigned to the Russian language condition did not have any
knowledge of Russian. We then asked participants to perform the
following procedure with the 18 wraps.

(1) Participant inspects a wrap for the presence of gluten and
decides whether the wrap is gluten-free or not, and records
their judgment in the mobile app (referred to as inspection
result in this paper).

(2) Participant places the wrap on the NIRS holder and scans
the wrap using the mobile app developed to interact with the
miniaturized NIRS scanner.

(3) Themobile app then displays a scanning result (gluten-free or
not) together with the scanning accuracy, shown as a number,
a bar, or a grid, counterbalanced with random permutations.

(4) Participant decides to either trust or not the scanning results
as their final judgment in the mobile application.

(5) Participant takes a new sample for scanning and repeats the
above steps.

The protocol is illustrated in Figure 3. It should be noted that we
chose binary ratings for trust. Although a fine-grainedmeasure such
as Likert scale can give more insights to compare human-device
confidence levels [38], a binary rating aligns better with real-life
scenarios, where end-usersmustmake a binary decision in situ. Also,
a complex decision can be decomposed to multiple binary decisions.

All participant inputs are recorded at each step and timestamped.
Since the protocol follows a pipeline flow (i.e., participants start scan-
ning the next sample immediately after finishing the previous one),
we consider the inspection time as the time between the end of the
previous sample and the end of the first step. The order in which the
18 wraps were presented to each participant was counterbalanced.
For this experiment, we employed two independent variables in a
3×3 mixed study design (between-by-within):

(1) 3 label conditions (between-subjects): English, Russian, and
no label.

(2) 3 visualization conditions (within-subjects): number, bar, and
grid.
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Figure 4: NIRS spectra for gluten detection model training. Pre-collected raw NIRS spectra are shown in (a), processed NIRS
spectra are shown in (b).

At the end of the study, we held individual exit interview sessions
with each participant. Upon finishing the study, we rewarded each
participant with a $20 gift card.

4 RESULTS
We first describe the accuracy of the gluten detection model, fol-
lowed by an analysis of the participants’ interaction with the NIRS
in the aforementioned scenarios.

4.1 Gluten Detection Accuracy
To build the gluten classifier as used in the user study,wefirst trained
multiplemodels for glutendetectionusing the collected trainingdata
as described in Section 3.1.1. Subsequently, a grid searchmethodwas
applied for model selection. We utilized the model with the highest
test score for the user study.

For the model preparation, we adopted pre-processing and train-
ing methods that have been shown to work well for miniaturized
NIRS [37, 44]. The raw training data is shown in Figure 4 (a). Our
first step in pre-processing is the application of a Savitzky-Golay
filter to the raw spectra (window length = 21, polynomial order
= 3) for smoothing. Next, we take the first-order gradient of the
smoothed spectra. Finally, the over-sensitive two ends of the spectra
are truncated, resulting in 175 wavelengths (features) ranging be-
tween 1000 nm and 1615 nm. The NIRS spectra after preprocessing
are shown in Figure 4 (b).

Utilizing these pre-processed spectra, we adopted a Random For-
est (RF) classification model and a Support Vector Machine (SVM)
classification that were shown to be both accurate and robust in
literature [37, 44]. To tune the model for our study, we conducted a
grid search for both the RF and SVMmodels, with numbers for esti-
mators (for the RF model) and regulation parameter C (for the SVM
model) ranging between 1 and 100. Both models used the data col-
lected by our scanning for training, and the data from the pilot study
for validation. The RF models achieved 100% accuracy in training,
however, the test accuracy was relatively low (< 80%). For the SVM

models, although the training accuracy did not achieve 100%, the test
accuracy was more stable than the RF models with higher accuracy.
Therefore, we selected the best SVMmodel (C=16) with the highest
test score as the first criterion and the highest training score as the
second criterion (training accuracy = 0.901, test accuracy = 0.815).

During the user study we collected a total of 18 scans per partici-
pant × 36 participants = 648 scans. Overall, the mean accuracy of our
classifier was 0.858 (SD = 0.045) during the user study. Within the
91 false cases, 80 cases were false-positives (false-gluten-detected)
while 11 were false-negatives (false-gluten-free). Considering the
fact that the consequence of eating a gluten-freewrap is not as severe
as the opposite, a higher false-positive rate is preferable to a higher
false-negative rate. In other words, the benign ratio for NIRS is 0.983.

4.2 Participant accuracy and trust
We summarize participants’ performance in Figure 5. Across all par-
ticipants, themean inspection accuracy (howaccurately participants
candetect glutenon their own) is 0.767 (SD=0.210), themean scanac-
curacy (howaccurate is our system in detecting gluten) is as reported
already 0.858 (SD=0.045), and themean trust ratio (howoften people
trust the scanner result) is 0.842 (SD = 0.114). For each condition (i.e.,
different packaging labels), the observations are as follows:

• English label:All 12 participants that were assigned to the
English label condition achieved 100% inspection accuracy.
The mean scanning accuracy is 0.884 (SD = 0.037), and the
mean trust ratio is 0.861 (SD = 0.037). These results confirm
that all participants could read and interpret theEnglish labels
correctly.

• Russian label: For the 12 participants that were assigned to
the Russian label condition, the mean inspection accuracy is
0.634 (SD = 0.163), the mean scanning accuracy is 0.824 (SD
= 0.032) and the mean trust ratio is 0.829 (SD = 0.139). Two
participants achieved much higher accuracy than conditions’
average (P15 with 0.889 accuracy, P20 with 0.944 accuracy).
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Figure 5: Inspection accuracy, scan accuracy, and trust ratio in main study. (a) English label condition. (b) Russian label
condition. (c) No label condition. (d) Means and standard deviations for each condition and all conditions.

• No label: For the 12 participants that were assigned to the no
label condition, the mean inspection accuracy is 0.667 (SD =
0.155), the mean scanning accuracy is 0.866 (SD = 0.044), and
the mean trust ratio is 0.838 (SD = 0.141). Also, two partici-
pants achieved much higher accuracy than average (P25 and
P35, both with 0.889 accuracy).

For all the151 inspectionerrors, 94were false-positiveand57 false-
negative, showing that participants tended to over-report wraps as

gluten contained. In particular, participants in the Russian label and
no label conditions reported higher inspection accuracy for gluten-
containedwraps (0.72 in Russian label condition, and 0.75 in no label
condition) thanwhatwould be expected by randomguess (0.50). This
may be caused by participants recognizing some features (such as
wheat grains) on several gluten-contained wraps. Nevertheless, we
accounted for this issue by randomizing their presentation order. For
the scanning results, the accuracy dropped for the Russian label and
no label conditions. This is likely caused by the sensitivity of NIRS
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Table 1: Variance and post-hoc tests for the recorded and perceived inspection time between pairs of label conditions.

Time usage group ANOVA Post-hoc tests (Tukey’s test)
English vs. Russian English vs. no label Russian vs. no label

Inspection (recorded) F = 11.01 (p < 0.05) p < 0.05 p = 0.08 p < 0.05
Scan (recorded) F = 34.77 (p < 0.05) p < 0.05 p < 0.05 p < 0.05
Inspection (perceived) F = 0.61 (p = 0.54) - - -
Scan (perceived) F = 5.89 (p < 0.05) p < 0.05 p < 0.05 p = 0.90

and high dimensional data (175 features), resulting in challenges
to tune a stable classifier. Yet this did not affect the final decision
accuracy for Russian and no label conditions (as shown below in
Section 4.2.1). Furthermore, participants had higher trust ratio of
the gluten-detected scans (0.618 trust ratio) compared to gluten-free
scans (0.392 trust ratio).

4.2.1 Decision accuracy. Next, we calculate participants’ decision
accuracy.We define ‘decision’ as a binary variable indicating the final
judgment by participants (gluten-detected vs. gluten-free), which
was obtained after considering their own initial opinion and the
scanner’s estimation. The results are shown in Figure 5 (d). Overall,
the mean decision accuracy was 1.0 (SD = 0.0) for the English label
condition, 0.801 (SD = 0.087) for the Russian label condition, and
0.801 (SD = 0.160) for the no label condition. With paired t-tests, we
find that the mean decision accuracy is significantly higher than
the mean inspection accuracy in both Russian label condition (p
< 0.05, Cohen’s 𝑑=1.84) and no label condition (p < 0.05, Cohen’s
𝑑=1.25). Furthermore, among the 86 decision errors in all conditions,
63 were false-positive with 23 false-negatives, which follows a sim-
ilar bias as the inspection accuracy (i.e., participants over-report
gluten-detected results).

4.2.2 Participant Trust. Finally, we define ‘consensus’ as a binary
variable to indicatewhether participants’ initial inspection produced
the same gluten-detection result as the subsequent NIRS scan, de-
tailed as the following four cases

(1) With consensus: Participant inspects as gluten-free, scanner
estimates as gluten-free.

(2) With consensus: Participant inspects as not gluten-free, scan-
ner estimates as not gluten-free.

(3) Without consensus: Participant inspects as gluten-free, scan-
ner estimates as not gluten-free.

(4) Without consensus: Participant inspects as not gluten-free,
scanner estimates as gluten-free.

Overall, participants trusted the scanner results 84% of the time.
We also investigate whether trust is affected by consensus, i.e., is
there more trust towards the scanner when there is consensus (null
hypothesis), or is trust unrelated to the consensus (alternative hy-
pothesis)?We test for this using aMcNemar’s test (consensus vs. trust,
paired data points) for each label condition.

In the English label condition there is no significant difference of
distributions (i.e., proportions of True and False) between consensus
and trust (effective size 𝜙 = 0.12, p = 0.07), while there was a signif-
icant difference of distributions (proportions) in the Russian label
condition (effective size𝜙 = 0.39, p < 0.05) and the no label condition
(effective size 𝜙 = 0.41, p < 0.05). These results suggest that, on one

hand, in the English label condition participants’ decision to trust
(or not) the NIRS scanner was affected by the existence of consensus
(0.974 trust ratiowithconsensusvs. 0.0 trust ratiowithout consensus).
Thiswas expected, since the participants in this condition effectively
knew the ground-truth, and only trusted the scanner if it agreedwith
their own opinion. On the other hand, in the Russian label and no
label conditions participants’ decision to trust (or not) the scanner
was not significantly affected by consensus (i.e., participants tended
to trust the scanner regardless of consensus). This observation also
validates the results above that the mean decision accuracy is higher
than the inspection accuracy in the Russian label condition (0.634 vs.
0.801 accuracy) and the no label condition (0.667 vs. 0.801 accuracy).

4.3 Participant completion time
Next, we investigate the completion time for inspection and scan-
ning. We emphasize that scan time includes the time taken to place
the wrap on the scanner and the time spent waiting for the results
to be displayed on the smartphone. Here, we consider completion
time as the effort required to achieve decision support. The results
are shown in Figure 6 and Table 1.

In general, we observe that the recorded completion time varies
across the label conditions, for both inspection and scanning (p <
0.05 for both). For inspection, participants spent less time on wraps
with English label (mean = 16.36 sec, SD = 7.92) and no label (mean =
18.41 sec, SD = 10.18), and more time on wraps with a Russian label
(mean = 20.79 sec, SD = 10.32). The results show that participants
could quicklymake a decisionwhen therewas sufficient information
or an absence of information, while the processing time increased
with information that was not understood by our participants (i.e.,
information in a foreign language).

For scanning, participants spent the least time on the no label
condition (mean = 12.75 sec, SD = 2.50), slightly longer on the Eng-
lish label condition (mean = 14.63 sec, SD = 2.98), and longest on the
Russian label condition (mean = 15.51 sec, SD = 4.47). The increas-
ing time usages on scanning for the English label and the Russian
label conditions might be caused by placing and positioning of the
wraps on the scanner in such a way that the NIRS scanner can scan
the wraps without obscure. In contrast, a wrap without any label
was covered in a fully transparent package that does not require
additional efforts on positioning (as shown in Figure 2).

Next, we consider the length of decision time under consensus
or no consensus, i.e., when participants’ inspection is the same as
or different to the scanner’s estimation, as shown in Figure 7 (b). We
observe that thedecision time is significantlydifferent (𝐹1,35 =41.78,p
< 0.05), and specifically when there is no consensus the decision time
is significantly longer (mean = 7.80, SD = 4.58) than with consensus
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Figure 6: Recorded and perceived completion time for inspection (left) and scanning (right).

(mean = 4.97, SD = 3.30). This result also holds for the different
visualizationmethods (p < 0.05 forwith vs. without consensus pairs in
all visualizationmethods). Betweenvisualizationmethods,wedonot
find significant differences under the without consensus condition.
However, participants spent shorter timewith the number or the bar
visualization method as compared to the grid visualization method.

Finally, we analyze the recorded decision time for each visualiza-
tion method in Figure 7 (a). For each visualization method (number,
bar, grid) the mean time values in seconds for decision-making are
5.32 (SD = 3.56), 5.53 (SD = 3.87), and 6.49 (SD = 4.22) (𝐹2,70 = 4.56,
p < 0.05) respectively. In particular, we can observe that the decision
time with the number visualization is shorter as compared to the
grid visualization. For the other two pairs we do not find significant
differences.

4.4 Participant Perceptions
4.4.1 Perceptions of time. During the exit interview, all participants
were asked to estimate the time spent on both the inspection and
scanning tasks. For the inspection time, we do not find a significant
differencebetween the three label conditiongroups. For the scanning
time, participants in the English label group perceived a shorter time
spent (mean = 8.79 sec, SD = 6.79) than in the Russian label condition
(mean = 20.83 sec, SD = 13.50) and the no label condition (mean =
20.375 sec, SD = 17.82). This might be caused by the fact that partic-
ipants in the English label condition did not anticipate to obtain any
additional information from the scanner, while participants in the
other two conditions were relying on the scanning results. We con-
trast the recorded completion time and the participants’ perceived
completion time (Table 2). Participants in the English label condition
tended tounderestimate the scan time,while participants in theother
two label conditions tended to underestimate the inspection time.

4.4.2 Preference for Visualizations. In the exit interview, we asked
participants to provide their preference rank on the three visualiza-
tionmethods (number, bar, and grid). As shown in Figure 7 (b), of the
36participants, 23participants found thenumbervisualization (aper-
centage) the most preferred method, 8 selected the bar visualization,
and 5 preferred the grid visualization. The least preferred method

Table 2: Paired T-test between mean recorded and perceived
completiontimefor inspectionandscanningacrossdifferent
label conditions.

Label condition Inspection time
(recorded vs. perceived)

Scan time
(recorded vs. perceived)

English label d = -0.41 (p = 0.38) d = -1.43 (p < 0.05)
Russian label d = -1.11 (p = 0.05) d = 0.58 (p = 0.19)
No label d = -1.10 (p < 0.05) d = 0.61 (p = 0.17)

of visualization was the grid (30 participants). We then adopted the
Borda count [25] method to assign points to all the participants’
rankings (3 points to the most preferred, 2 to the second preferred,
and 1 to the least preferred), followed by a repeated ANOVA test
with multiple paired T-test with Bonferroni correction as post-hoc
test. The result shows the points for the three visualization groups
are significantly different (𝐹2,70 = 27.22, p < 0.05). The number and
the bar conditions show no significant difference (p = 0.55), while
both the number method and the bar method have a significantly
higher score than the gridmethod (p < 0.05 for both pairs), indicating
that the grid method is less preferred than the other two methods.

4.4.3 Threshold for Trust. Furthermore, we investigate the effect
of a priori information on participants’ trust decisions. Participants
were asked to provide a probability value as the threshold to trust in
the exit-interview (i.e., participants would lean to trust the scanner’s
result if the probability is above this threshold). In total, 33 partici-
pants out of 36 reported a threshold (three participants were not able
to provide a probability). The mean trust thresholds and standard
deviations are 0.81 (SD = 0.08) for the English label condition, 0.72
(SD= 0.07) for theRussian label condition, and 0.72 (SD= 0.06) for the
no label condition, respectively. An ANOVA test shows that there
is a significant difference between the label conditions for the trust
threshold (F = 5.32, p < 0.05). Specifically, participants in the English
label condition reported higher threshold probabilities (mean = 0.81,
SD = 0.08) than the other two label conditions (p < 0.05 for both pairs
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Table 3: Variance test for decision-making timewith different visualizationmethods.

Consensus condition Repeated ANOVA Paired T-test with Bonferroni correction
Number vs. bar Number vs. grid Bar vs. grid

With consensus F = 6.17 (p < 0.05) p = 1.00 p < 0.05 p < 0.05
Without consensus F = 0.65 (p = 0.53) - - -
Both F = 4.56 (p < 0.05) p = 1.00 p < 0.05 p = 0.08
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Figure 7: Visualization preference and decision-making time.

with Tukey’s tests), while participants reported similar threshold
probabilities for the Russian label and no label conditions (p = 0.90).
This indicates a significant impact of a priori information on the
participants’ trust decisions for the scanner’s estimation results.

4.5 Qualitative Results
Finally,wecarriedouta thematicanalysisbasedontheexit-interviews.
Three authors were involved in the thematic analysis, which was
conducted in two stages. In the first stage, three authors read all the
responses and independently performed initial coding on the data.
In the second stage, the same authors reviewed the initial codes and
agreed on the final codes. We merged similar codes to obtain our list
of final codes. Finally, we reviewed the final codes and agreed on the
themes.

In general, themajority of participants commented that the device
is easy to use and reliable. However, there are several factors that
impacted participants’ trust – as categorized in three themes below.

4.5.1 Theme 1 – Prior Knowledge. Some participants mentioned
that their prior experience affected their trust in the device, in partic-
ular, they stated they would trust more on their knowledge, rather
than the machine unless it matches their initial decision. A couple of
participants stated that they were able to identify wraps themselves:
“I do eat a lot of wraps, so I know how to identify if the wraps were
gluten-free or not. I trusted the machine if it matched my guess. ” (P34,
no label condition). Also, a few of our participants claimed that they
could distinguish gluten-free wraps based on their characteristics.

For example, gluten-free wraps may have specific colors and tex-
tures: “I looked at the texture, I can recognize the (gluten-free) brand
from its whiteness and thickness. If the scanner agrees with me then
I choose to trust. (P20, Russian label condition), “I’ve got experience in
cooking so I could have guessed from the colors and the texture and the
type of the flour. Whether the scanner agreed with my guess affects my
trust.” (P35, no label condition). This indicates that participants may
trust more their own prior knowledge if they have experience with
gluten-free wraps, even though they are gluten tolerant but cook or
consume gluten-free food.

4.5.2 Theme 2 – Consensus. Furthermore, several participants, re-
gardless of their prior knowledge or experience on gluten detection,
mentioned that the consensus between their initial decision and the
device’s estimation had a greater effect on their trust towards the
device: “[Whether] my guess is confirmed by the scanner affects my
trust [of the results suggested by the scanner]” (P26, no label condi-
tion). More interestingly, some participants trusted the device only
if the device produced the same result as their initial decisions: “I
wasn’t very sure if it is trustworthy, but later there were twomore cases
showing the same as my guesses so I got more trust” (P36, no label con-
dition). In addition, a couple of participants highlighted that a high
confidence level of the scanner’s estimation was required in order
for them to trust the device if the reading differed from their initial
decision: “If the result is the same as my guess then I don’t care about
the confidence, if not, then [I would trust the device if the probability
is] above 80%” (P13, Russian label condition).
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4.5.3 Theme 3 – Risk Aversion. As peoplemay have health concerns
regarding gluten including those who are not gluten-intolerant (e.g.,
they have gluten-intolerant friends or relatives, or simply choose
a gluten-free lifestyle [57]), some participants tended to be risk-
averse. In particular, a couple of participants were aware of the
risks of false-positives (i.e., classifying a gluten-free wrap as gluten-
contained) and false-negatives (i.e., classifying a gluten-contained
wrap as gluten-free), as the consequence of false-positives being
benignwhile false-negatives could cause acute symptoms for gluten-
intolerant people: “I’d be more conscious if I was gluten-intolerant”
(P05, English label condition), “It won’t hurt as long as always detects
gluten [false positive is fine]” (P08, English label condition). Another
participant stated that gluten-intolerant people should always trust
the label: “If I were gluten-intolerant, then I would trust the label” (P35,
No label condition).

5 DISCUSSION

5.1 Decision Accuracy
Unsurprisingly, participants assigned to the English label condition
hada100%accuracy in identifyinggluten-free items.This application
of NIRS is aimed at situations in which end-users are unable to infer
the required information from, e.g., an available ingredient label that
cannot be read or trusted. Furthermore, although the scanner did not
have perfect accuracy, the errors weremostly false-positives (report-
ing a gluten-free sample as gluten-detected) rate, which is benign
when compared to false-negatives. The same pattern was also ob-
served inparticipants’ behavior, both for inspectionand theirfinalde-
cision: their behavior was conservative and biased towards avoiding
a false-negative decision (i.e., mis-reporting a gluten-containedwrap
asgluten-free) thatmayhaveanadverse consequence.To summarize,
our participants were aware that false-positive results are less dan-
gerous for thehealthof gluten-intolerantpeople as compared to false-
negative results. This led them to better identifying gluten-contained
wraps which resulted in a high false-positive self-detection rate dis-
cussed in Section 4.2. These insights are in line with our quantitative
and qualitative results presented in Sections 4.2 and 4.5 respectively.

This bias might be explained by participants’ tacit knowledge
[10], which implies that participants were conscious of the potential
harmful consequence caused by the false-negative result. Specifi-
cally, previous work suggests that tacit knowledgemay not be easily
recognized or acknowledged but can potentially affect the outcome
of decision-making. Our findings also suggest an important consid-
eration on the effect of tacit knowledge when developing ubiquitous
systems, e.g., users may be risk-averse whenmaking a final decision,
as also highlighted by Ocegueda et al. [58]. Potentially, it might be
possible that users tend to abandon the use of an assisted decision-
making system if they encounter recommendations that are wrong
and harmful.

5.2 Decision Time
In this study we had an opportunity to study how participants use
our technology to make decisions on an object identification task.
The results showed variations in the decision time of participants, as
measured by the amount of time they took for each step in the exper-
iment. For the inspection task, participants spent the longest time

on inspecting Russian labels. In contrast, participants in the English
label condition and the no label conditionsmade decisions in shorter
time. This shows that additional information that cannot be under-
stoodmay require additional time for decision-making, as compared
to the conditionswith either comprehensible informationorno infor-
mation at all. This finding implies a distraction effect of the Russian
label condition, as participants struggled to find necessary informa-
tion in a foreign language. However, it also suggests that NIRS User
Interfaces should avoid providing superfluous information. Our UI
design was minimal, and unlike typical NIRS UIs targeted at experts,
we did not include information on wavelengths, amplitude, spectra,
or technical settings that are required for operation [71].

For the scanning task, participants could successfully use the scan-
ner without a priori knowledge after completing a training session.
Specifically, besides the time waiting for the data transmission and
signal processing, participants spent most of their time on placing
and positioning the transparent part of the package in the wrap
on the scanner, with less than 3-second difference on average. This
observation indicates an acceptable usability level of our experimen-
tal setup. Nevertheless, some improvements are required to further
reduce the time spent on positioning the sample. One possibility
would be to let the users place and position the scanner on thewraps
(rather than the wraps on the scanner). However, additional train-
ing and signal processing methods might be necessary as different
background noise can be induced in such a scenario as highlighted
by previous work [45].

Moreover, we observed that participants tended to underestimate
the time they spent on the inspection task in general. Specifically,
we found a significant difference in the no label condition for the in-
spection task, and in the English label for the scanning tasks. This is
similar to the findings highlighted byVanBerkel et al. in smartphone
usage scenarios [75]. This result suggests that participants’ percep-
tionmightbe influencedby theapriori information. Inparticular, par-
ticipants in the no label condition could not find sufficient clues to de-
termineglutenpresence, and theyperceived themselves to spend less
time on the inspection task. In contrast, participants in the English
label conditionwere already satisfiedwith the ground truth, they did
not expect additional information from the scanner, hence perceived
waiting time on the scanner appeared to be shorter. A similar effect
on the perceived waiting time by information availability and expec-
tations has been previously reported byThompson et al. in a study re-
garding waiting time perceptions in an emergency department [72].

Finally,wealsoobserved that thechoiceofvisualizationaffects the
time taken tomakeadecision.Overall, participants tookmore time to
decide when using the grid visualization as compared to the number
or the bar visualizations. This result is aligned with the preference
of the participants, as the majority of the participants preferred the
number or the bar visualizations. This observation shows that the
grid visualization method may pose higher cognitive load compared
to the other two methods, since it has more unrelated information
(higher information entropy). Furthermore, we found that partici-
pants took longer tomake the decisionwhen therewas no consensus
between their inspection result and the scanner’s result. This finding
alignswith previouswork byRukzio et al. , where they demonstrated
that users were more error prone and took longer time to make a
trust decision when the confidence was being displayed [67].
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5.3 Emergent Trust Issues
Our intention in this study is to elicit trust responses from partici-
pants in different experimental conditions. Hence, our study used
different labeling and visualization conditions as a means to give
rise to a wide range of trust issues during decision-making. We ob-
serve that when there is no clear evidence to validate participants’
inspection results, participants tend to follow the scanner’s estima-
tion results. In contrast, as expected, participants tend to trust the
scanner when it provided a scan result that aligned with their initial
perceived ground truth obtained during the inspection. Interestingly,
however, as an extreme case, one participant in the Russian label
condition also claimed that they only trusted themselves because
theyhadno idea about the technology itself (i.e., theyonly trusted the
scanner when it agreed with their inspection results). This might be
driven by the personality characteristics of the participant; however,
personality traits and their effect on decision-making was beyond
our study’s scope. Nevertheless, such a factor should be considered
in future studies to further understand the personality’s effect on
assisted decision-making with new technology.

In addition, we observed that participants in the English label
condition had a higher threshold for trust than those in the other two
conditions. This implies that higher reliability is required to affect
people’s decision-making when there exists some other reliable a
priori information. Also, prior work has shown that users trust and
accept system information more easily if they can relate or link it to
their prior knowledge [16]. Our findings are in line with the litera-
ture [16, 18] and demonstrate that users aremore likely to accept the
results of the scanner if they align with their own initial observation
(i.e., participants spent longer time on the trust decision when they
had no consensus with the scanner).

Furthermore, users’ perceived risk has previously been shown to
influence their trust in information, e.g., the users tend to reevaluate
their trust if the decision comes at a potentially high cost [70]. In
line with this finding, we demonstrate that participants tended to
over-reportwraps as gluten-detected, and their trust in the scanner’s
results increased if the scanner reported gluten-detected.

To this end, along with the aforementioned findings, we summa-
rize three main considerations when designing an assisted decision-
making system for everyday object identification scenarios:

(1) Unnecessary information should be avoided. In our study, par-
ticipants spent longer time on non-understandable informa-
tion (Russian label) and unrelated information (grid visual-
ization), without improving their decision accuracy. Hence,
showing excessive information or settings may induce extra
time for decision-making without substantial benefits. This
factor may be increasingly important in an interconnected-
world inwhich travelers are required tomake in situ decisions
such as in stores [33] or restaurants [48].

(2) Risks should be highlighted. For instance, in our study, par-
ticipants tended to over-report gluten-detected as the conse-
quence of making an error (false-positive) was less risky than
making a false-negative decision.However, theremight be sit-
uationswhenusersmaynotknowthe risksofmakingawrong
decision. Hence, risks should be outlined when showing a
recommendation to users for decision-making. This factor

may be amplified in high-stakes decision-making scenarios,
such as healthcare [6] and commercial decisions [7].

(3) Highly confident recommendations are required to influence a
user’s decision. In particular, literature shows that uncertainty
information (e.g., a probability showing the confidence of
the recommendation) is needed to improve users’ trust [6].
Through our study, we further demonstrate a minimal of 75%
confidence on average for the system’s recommendation was
required for the end-users to trust the scanner. In particular,
this threshold may be higher for the applications where users
have competitive performance with the machine, such as
clinical diagnosis [19], law enforcement [79], and agriculture
automation [56].

5.4 Limitations
We acknowledge a number of limitations in our study. First, the use
case scenario of our experiment was limited to tortilla wraps. As
clarified in Section 3, we chose tortilla wraps as the used sample due
to theirwide availability in daily life, but lower popularitywhen com-
pared toother typesof bread.However, theuse cases forminiaturized
NIRS can be extended to other scenarios as we clarified in the related
work section, such as peanuts, milk, and other food or beverages
[37, 44, 51, 78]. We also note that the miniaturized NIRS scanner has
physical limitations (e.g., wavelength, light intensity, etc). Further-
more, we restricted the position of the scanner to perform upside-
down scanning, whichwas necessary to prevent user-induced errors
that might occur due to various factors (e.g., device motion, sample
motion, sample angle) [45].Weonly adopted three fundamental visu-
alization techniques according to their dimensions: zero-, one-, and
two-dimension for number, bar and grid (icon-array) respectively.
We did not include other factors that might have possibly influ-
enced user decision-making (e.g., color [29], hierarchy [24], codifica-
tion [27]). Future studies canbe conducted to further study the effects
of those factors on task load, decision outcomes, etc. Also, other trust
theories can be bridged for simulating other realistic contexts for in
situ decision-making tasks, such as trust calibration for participants
with specific domain knowledge [82] and users’ personality [84].

In addition, our study was conducted in a laboratory setting for
simulating real-life contexts. We acknowledge this as a limitation
of our study; nevertheless, by doing so we strived to maximize the
internal validity of the study through rigorous control and condi-
tions. However, we agree that to increase the ecological validity
of our results, a future field study is required to further our under-
standing of the design factors that may affect user trust in an in situ
decision-making task. Also, in our study scenarios, we consider all
labels are reliable regardless of their understandability. However, in
practice, it is possible that the labels are not trustworthy, which may
be another important factor that is worth investigating in a future
study. Furthermore, 14% of our participants (5 out of 36) in the study
were gluten intolerant. This representation of gluten intolerant par-
ticipants aligns with worldwide statistics (5.7%∼16.3%, with ∼1.4%
celiac disease [69] and 4.3%∼14.9% wheat sensitivity [4]). Moreover,
since NIRS is a generic device for material sensing, our methodology
can be generalized to other allergens beyond gluten – as discussed
in Section 5.3. Nevertheless, future study with a stronger focus on
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gluten intolerant participants may yield more insights specific to
those living with this condition.

Finally, we have limited options in our decision-making task, i.e.,
only binary options that might be one of the most common cases
in real-life. However, for more complex tasks, it is possible to break
down the decision process into multiple binary decisions. Hence,
some of our findingsmight also be applied inmore complex decision-
making tasks.

6 CONCLUSION
In this work, we investigate how end-users interact with an emerg-
ing miniaturized NIRS scanner in an assisted decision-making task
of identifying gluten in tortilla wraps. We conducted a user study
with 36 participants to identify the effects on users’ decision-making
process when using NIRS technology. Our findings reveal that dif-
ferent factors, including information availability and visualizations,
affect users’ decision accuracy, time usage, and trust towards the
technology. Based on our findings, we provide design considerations
that could benefit the development of assisted decision-making sys-
tems usingNIRS or other novel technologies for object identification
tasks in everyday settings.
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